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Figure 1: A live-action performance illuminated several different ways in postproduction.

Abstract

We present a technique for capturing an actor’s live-action perfor-
mance in such a way that the lighting and reflectance of the actor
can be designed and modified in postproduction. Our approach is
to illuminate the subject with a sequence of time-multiplexed ba-
sis lighting conditions, and to record these conditions with a high-
speed video camera so that many conditions are recorded in the
span of the desired output frame interval. We investigate several
lighting bases for representing the sphere of incident illumination
using a set of discrete LED light sources, and we estimate and com-
pensate for subject motion using optical flow and image warping
based on a set of tracking frames inserted into the lighting basis.
To composite the illuminated performance into a new background,
we include a time-multiplexed matte within the basis. We also show
that the acquired data enables time-varying surface normals, albedo,
and ambient occlusion to be estimated, which can be used to trans-
form the actor’s reflectance to produce both subtle and stylistic ef-
fects.
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Figure 2: The lighting apparatus used for capturing a performance
under time-multiplexed illumination. Behind the actor is the gray
background matte surface, and at left is the high-speed camera.

1 Introduction

In motion pictures, lighting is not only used to help actors and sets
look their best, but as an integral part of storytelling to set mood,
direct attention, and underscore performance. This importance is
reflected in the high proportion of time and expense spent on light-
ing: by many estimates, one half or more [Trumbull 2000] of the
valuable time spent on a set is involved in setting up the lighting.

Several aspects of film production can be performed after principal
photography, such as editing, sound effects, scoring, color timing,
and visual effects. In each case, the fact that the process can be per-
formed as part of postproduction allows results to be progressively
improved and revised by the filmmakers after principal photogra-
phy. Lighting, in contrast, must in large part be finalized at the time
each scene is filmed. This requirement adds complication and cost
to principal photography and provides limited options for modifi-
cation and improvement during postproduction. A situation where
this is a particularly difficult constraint is when shooting actors in
front of a green screen. In this case, the lighting on the actor often
must be chosen before the virtual backgrounds are finalized, posing
difficulties for achieving consistent illumination between the actors
and the background.



Interactive techniques for lighting computer-generated characters
and scenes (e.g. [Marks et al. 1997; Gershbein and Hanrahan 2000;
Calahan 2000]) provide a glimpse of the increased convenience and
creative control achievable when lighting can be designed and re-
fined during the postproduction process. Inspired by the artistic
control available for lighting computer-generated scenes, the goal
of this work is to develop a technique for creating and changing
the lighting of live-action photography as a postproduction process,
and to demonstrate this technique on several close-up shots of live
performances.

Our Approach In our approach, we illuminate the performance
with a rapid series of basis lighting conditions which we record
with a high-speed camera. We then recombine these images to cre-
ate novel illumination conditions as has been seen for computer-
rendered imagery [Nimeroff et al. 1994; Marks et al. 1997] and
still photography [Haeberli 1992; Debevec et al. 2000]. To apply
this process to a moving subject, we develop a motion compen-
sation technique based on optical flow to temporally re-align the
frames and subsequently reintroduce an appropriate amount of mo-
tion blur. We finally show how the basis illumination data can be
used to modify the reflectance properties of the performance for
both subtle and stylistic effects.

Contributions In this work we make the following contributions:

1. We present a novel technique for designing and modifying the
illumination of a live-action performance in postproduction
using time-multiplexed illumination and high-speed photog-
raphy.

2. We discuss and evaluate several illumination bases chosen in
a manner that is informed by the system’s light level require-
ments and the characteristics of our camera system.

3. We describe a robust process for compensating for subject
motion across the basis frames by computing optical flow
between specially inserted tracking frames in the basis. We
show that this allows the basis sequences to be run more
slowly than the target frame rate of the sequence, decreasing
storage requirements and increasing exposure levels. We use
the same flow fields to introduce realistic motion blur into the
re-illuminated sequences.

4. We present a novel time-multiplexed matting process for com-
positing the performance in front of a new background.

5. We show that the data created by our system can be used to
digitally alter the reflectance of the actor for both subtle and
stylistic effects.

2 Background and Related Work

Performance Capture and Resynthesis Several techniques
for capturing live-action performances in order to subsequently
change the viewpoint and/or lighting have been proposed. [Guenter
et al. July 1998] record an actor’s face with five video cameras,
and fits a 3D model to facial tracking markers to render the perfor-
mance from new viewpoints. In contrast to our work, their tech-
nique allows the viewpoint to be changed rather than the illumina-
tion. Using different approaches, [Nishino and Nayar 2004] and
[Georghiades et al. 1999] use photometric stereo [Woodham 1980]
to compute surface normals, albedo, and geometry of a face from a
sparse set of lighting directions to render it from novel viewpoints
and directional lighting, but unlike our work they assume a Lamber-
tian reflectance model, do not consider hair, and limit their capture
to static faces rather than a performance. [Georghiades 2003] gen-
eralized the photometric stereo problem to the Torrance-Sparrow

reflectance model, but assumed specularity to be constant over the
face and also did not consider dynamic performances.

Other work looks more closely at simulating facial reflectance ac-
curately. [Marschner et al. 2000] estimate spatially-varying facial
albedo using different lighting and polarization conditions and uses
a measured facial BRDF model to extrapolate non-Lambertian re-
flectance across the face. They use this to texture-map a scanned
3D face model and animate it using facial motion capture. Our
technique does not provide control over the animation of the per-
formance and we do not explore changing the viewpoint, but we
record spatially-varying facial reflectance and interreflection prop-
erties and we do not need to build an explicit face model. [De-
bevec et al. 2000] illuminate faces from a dense set of lighting
directions and recombines the basis images according to light in
captured lighting environments, reproducing diffuse, specular, and
translucent reflection of the face and hair. However, their signif-
icant capture time and lack of a motion compensation algorithm
limits their investigation to still images of the face in static poses.
[Hawkins et al. 2004] use several such illuminated datasets in differ-
ent expressions and from different viewpoints to create a morphable
and relightable 3D face model, but like [Marschner et al. 2000] re-
quires explicit 3D geometry and in contrast to our work would be
complicated to extend to hands, bodies, and clothing. [Debevec
et al. 2002] use a sphere of RGB light sources to illuminate perfor-
mances with captured lighting environments, but does not allow for
the lighting on the performance to be changed in postproduction.
Work that is complementary to ours [Zhang et al. 2004] present
a real-time face scanning technique using stereo and rapidly pro-
jected video patterns, but it does not focus on reproducing the face’s
non-Lambertian reflectance properties.

Motion Compensation Our work requires temporally align-
ing differently illuminated frames in a high-speed video sequence.
[Kang et al. 2003] described a system for temporally aligning dif-
ferently exposed frames in a video sequence through optical flow
and image warping to create a high dynamic range video sequence.
We must also align images whose appearance differs significantly
from frame to frame, but our problem is different since the pixel val-
ues of our images are not related by a single scale factor, even for a
subset of the pixel brightness range. [Hager and Belhumeur 1996]
described a technique for tracking a face under unknown variable
illumination, but did not track motion where the lighting variation,
rotation, or occlusion is as significant as what our sequences ex-
hibit. In our technique, we leverage our control over the illumina-
tion conditions and our high frame rate to facilitate robust tracking
and warping using classic optical flow techniques from [Black and
Anandan 1993].

Matting Our system includes a time-multiplexed process for ob-
taining an alpha channel matte [Porter and Duff 1984] to composite
the actor’s performance over a new background. Current matting
processes use blue or green screens behind the actor, or use light
with specially chosen spectral properties [Fielding 1985; Debevec
et al. 2002]. [Smith and Blinn 1996] use multiple backgrounds to
obtained improved mattes for transparent materials, and more ad-
vanced environment matting [Zongker et al. 1999] techniques can
acquire real-time refractive properties of foreground objects. Our
time-multiplexed matte does not capture refractive properties, but
obtains the same transparency performance as [Smith and Blinn
1996] since the light on the subject can be suppressed while the
matte is filmed. Also, our solution is straightforward to implement
in the context of our time-multiplexed lighting system.

Bases for Image-Based Relighting Most image-based relight-
ing work has acquired images under single-source lighting con-
ditions, although frequently such data is projected onto different
bases for efficient storage and/or rendering (e.g., [Masselus et al.



2004]). [Schechner et al. 2003] suggested using spatially multi-
plexed illumination where more than one light source is turned on
in each pattern. In our work we implement three different bases
ranging from single lights to spatially multiplexed illumination.

[Raskar et al. 2004] acquire sequences of people and scenes using
time-multiplexed flashes placed around the lens of a video cam-
era. From the resulting shadows they extracted depth edges to cre-
ate a variety of non-photorealistic rendering effects. We also film
the subject under rapidly changing lighting conditions, but we use
higher frame rates and many more lighting directions to capture de-
tailed reflectance information for photorealistic relighting.

Lighting and Reflectance Transformation [Malzbender et al.
2001] used a hemispherical lighting apparatus similar to our spher-
ical device for capturing images of textures and artifacts under a
variety of lighting directions. They fit parabolic polynomials to the
acquired reflectance functions, which yielded estimates of the sur-
face normals. From the normals, they presented several forms of re-
flectance transformation including specular enhancement, where a
specular lobe is added to the reflectance, and diffuse gain, where the
width of the diffuse component is narrowed to accentuate geometric
surface variation. In our work, we show that similar forms of pro-
cessing can be applied to human performances photographed using
our techniques for both subtle and stylized reflectance transforma-
tions. Extending this previous work, we use a complete sphere of
incident illumination, and we use a surface normal estimation tech-
nique based on photometric stereo that is designed to be robust to
self-shadowing and specularities. We also combine the reflectance
transformation process with reflection mapping [Miller and Hoff-
man 1984; Greene 1986] to simulate environmental reflection, and
we derive ambient occlusion maps [Landis 2002] for the reflectance
functions to approximate self-shadowing in the reflection mapping
process.

Some techniques modify image illumination using a single photo-
graph: [Williams 1991] and [Petrović et al. 2000] use surface nor-
mals derived from an “inflation” operation to add novel shading to
images, and [Wen et al. 2003] relight single images of a face with
novel environmental illumination using a fitted generic face model.
However, these papers assume simplified reflectance models that
have not been shown to yield photoreal results for extreme changes
in incident illumination, for example, taking an input image under
harsh lighting and transforming it to diffuse illumination, or vice-
versa.

3 Apparatus

Our light stage is a 2m diameter once-subdivided icosahedron, with
the lowest five faces left open to accommodate the actor. A light
source is placed on each edge and vertex of the stage yielding 156
light sources an average of 18◦ apart. Each light source is built from
three Luxeon V white LEDs which together produce 360 lumens.
Each light is focussed toward the subject using a Fraen wide beam
tri-lens optic, yielding 420 lux at 1 meter distance. The light is even
to within 20% over the area of the actor’s face and shoulders.

A 60 × 40 cm 32% gray board is placed in the back of the structure
to obtain the time-multiplexed matte of the actor. To light the board,
six additional LED lights are attached to flexible metal arms con-
nected to the edges of the board. With just these lights turned on,
the actor appears in silhouette against an evenly-illuminated neutral
background.

We use a Vision Research Phantom v7.1 high-speed digital cam-
era capable of capturing up to 4800 frames per second at 800x600
resolution. The CMOS sensor is a 12-bit-per-channel single-chip
Bayer-pattern sensor. The camera records directly to 4GB of inter-
nal RAM allowing for 4.3 seconds of capture at a 640×480 cropped

resolution at 2160fps. While expensive, the camera is comparable
in cost to current digital motion picture filming equipment.

A Z-World Rabbit 2000 microcontroller drives the lights in arbi-
trary pattern sequences and triggers the camera’s shutter in sync
with each pattern. Custom driver boards distributed throughout
the stage translate TTL signals from a latch board connected to
the microcontroller into the requisite 0.7A current-regulated power
needed to illuminate the lights.

4 Camera and Light Source Calibration

We calibrated the intensity response curve of the high-speed cam-
era by photographing a diffuse white card illuminated by the LED
lights. The LEDs were pulsed at successively longer intervals for
100 exposures covering the working range of the sensor. We fit a
spline to the response curve, which was close to linear.

To inform the choice of our lighting bases, we calibrated the noise
characteristics of the Phantom V7.1 camera. Our goal was to mea-
sure the mean intensity µ and resulting noise (i.e., standard devia-
tion) σ for the working range the CMOS sensor. We used the DC-
powered, current-regulated LED lights to illuminate a grayscale
chart, and acquired 100-frame sequences at several lens f/stops. For
several pixels across the chart, we computed µ and σ for the pixel’s
value over the sequence. Figure 3(a) shows the graph of σ versus
µ across the sensitivity of the Phantom’s sensor. We found that the
noise was well-modeled as σ = 2.68+0.492

√
µ, suggesting that the

noise is due to additive dark current noise plus photon noise propor-
tional to the square root of the signal [Hewlett-Packard Components
Group 1998]. By these measurements, the photon noise dominates
the additive noise for values above 0.73% of the maximum signal.
These characteristics have implications for the quality of different
lighting bases described in Section 5.

For validation, we also measured the noise response characteris-
tics of a Canon D30 still camera and a cooled QImaging QICam
(Figure 3(b)), both typical of cameras used in recent image-based
rendering research. As with the high-speed camera, photon noise
was dominant for over 98% of each camera’s range.
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Figure 3: (a) Measured Phantom V7.1 noise characteristics, plot-
ting standard deviation of the signal σ versus mean pixel values µ.
The additive noise level is indicated by the dotted red line. (b) Noise
characteristics for two other cameras, a QImaging QICam (top, red)
and a Canon D30 (blue).

Since our white LEDs appear somewhat bluish to our camera, we
placed a pale orange Tiffen 85C filter on the camera lens to help bal-
ance the color response. We also performed a first-order correction
for both camera vignetting and light beam falloff by photographing
a large white card lit by all the lights in the center of the device and
dividing subsequent images by this flat field response.



5 Basis Selection

Our microcontroller program can turn on and off any set of light
sources for each frame to produce arbitrary binary patterns. In the-
ory, any linearly independent set of patterns equal to the number of
lights allows the recovery of the individual lighting directions by
inverting a linear system. To design and evaluate bases, we consid-
ered three general factors. These included: 1) Subject Perception:
whether the lights were too bright or too stroboscopic, 2) Image
Quality: if the recovered lighting resolution is sharp, the images
exhibit a good signal-to-noise ratio, and if the basis accurately im-
ages the dynamic range of diffuse, specular, and shadowed regions,
3) Motion Robustness: that the basis is robust to subject motion dur-
ing the basis. With these criteria in mind we designed three bases:
single lights, triangles of lights, and Hadamard patterns (Figures 4
and 6). An exhaustive comparison of the bases is not the focus of
this paper, but in this section we describe these bases in the context
of our light stage and discuss the advantages and disadvantages that
we experienced with each.

5.1 Single Light Basis Each of the 156 light sources
yields 420 lux at the middle of the stage. At our commonly used
frame rate of 2160fps (exposing for 412 of the 462 available mi-
croseconds) and at an aperture of f/1.2, this produced pixel values of
25% of the saturation level for a 98.5% white reflectance standard
and pixel values of 4-8% for diffuse facial reflectance depending on
the subject’s skin tone. At these levels, image noise was somewhat
apparent (Figures 6(a,d)), but acceptable relighting results could be
obtained when many such images were added together.

Figure 4: Six elements of each of the three lighting bases used in
this work. Top Row: Single lights. Middle Row: Triangles. Bottom
Row: Hadamard Patterns

5.2 Triangle Basis To increase the illumination, we de-
signed a basis using triples of triangularly adjacent lights. For a
subdivided icosahedron having a 5-vertex at the top, triangularly
adjacent light groups point toward either the north or the south
pole. Taking all triangles pointing toward the north pole yields a
basis isomorphic to the single-light basis. For our configuration,
this produced a 156-light basis that yielded 1250 lux at the center
of the stage. With this basis, we used the triples of lights as if they
were single individual lighting directions. While this limited the
resolution of the lighting environments that could be reproduced,
we did not find the effect to be particularly noticeable.

On average, each light source is used in three of the triangle pat-
terns. We ordered the triangle sequence so that the times each light
would turn on were distributed generally evenly in the sequence
(Figure 5.) This significantly increased the apparent strobe rate of
each light.

The triangle basis produced 75% the maximum pixel value when
lighting the white reflectance standard. For diffuse facial re-
flectance, the pixel values were approximately 12-24% of this max-
imum. We found this light level to be nearly optimal, since it pro-
vided room in the response for brighter areas such as the teeth and
whites of the eye, and it allowed most of the specular reflections to
be imaged within the range of the sensor.

5.3 Hadamard Basis [Schechner et al. 2003] suggest us-
ing patterns based on Hadamard matrices to construct an illumina-
tion basis for image-based relighting of static scenes. A related pro-
cess is commonly used in spectroscopy [Harwit and Sloane 1979] to
increase the signal to noise ratios of spectral measurements. In this
technique, there are k basis patterns, where k is an odd number. In
each pattern, just over half of the lights are on, and across the basis
each light is on in precisely (k +1)/2 of the patterns. The patterns
are constructed so that one can recover an image of the subject illu-
minated by a single light, i.e. invert the basis, by adding the images
taken when the light is on and subtracting the images taken when
the light is off; all other light contributions cancel. In our work we
used a 156×156 Hadamard matrix [Sloan 1999] which is based on
the Williamson construction [Hall 1998].

If a sensor obeys an additive noise model, [Schechner et al. 2003]
note that there will be an advantage of increased signal to noise ratio
in the recovered images. For example, if there is additive noise
with standard deviation σ in each image and k basis images are
taken, the recovery process adds and subtracts k images yielding a
total noise of σ

√
k. If a pixel appears illuminated with brightness

L in each image, then its brightness in the recovered sum will be
L(k + 1)/2. Thus, the signal to noise ratio increases from L/σ to
L(k +1)/(2σ

√
k), an increase of approximately

√
k

2 .

Unfortunately, the geometry of our apparatus and the noise re-
sponse of our camera are different than those assumed in [Schech-
ner et al. 2003]. Since our lights are distributed on a complete
sphere, half of the lights typically make little or no contribution
to a given pixel’s intensity. For those that do, their irradiance is
generally attenuated by Lambertian cosine falloff, which averages
to a factor of 1

2 over the hemisphere. Thus, our expected signal to
noise ratio decreases by a factor of four to 1

4 L(k + 1)/(2σ
√

k), an
SNR gain of 1

8

√
k. For our particular case of k = 156, this would

yield only a modest 56% SNR increase.

Another impediment to an SNR improvement is that our camera’s
noise is dominated by photon noise over 98% of its exposure range
as seen in Figure 3(a). In this region, the photon noise proportional
to the square root of the signal counteracts the O(

√
k) SNR gain of

the additive noise model. Since we have sufficient light to operate
in this region with single light sources, we would not expect an
SNR gain from using the Hadamard basis.

We did notice that the Hadamard patterns significantly increased
the average light output of the device. At an aperture of f/1.2, it
was necessary to reduce the exposure interval to 100 µs per pattern
in order to avoid saturating the sensor. We chose to reduce the
exposure interval rather than narrow the aperture since this reduced
the light on the performer to a more comfortable level, from 6600 to
1600 lux (A bright cloudy sky is approximately 5000 lux, so 6600
lux can seem bright when projected indoors.) We could alternately
have narrowed the aperture to f/2.8, an iris setting commonly used
for filming motion pictures, to increase the depth of field.

5.4 Basis Comparison Figure 6 shows a comparison the
individual lighting directions derived from the three bases.

Subject Perception The performers were screened for any med-
ical history of adverse reactions to blinking lights and asked to no-
tify the operators immediately of any discomfort. None of the per-
formers or members of our laboratory reported an adverse reaction
to any of the bases. The Hadamard patterns produced the least per-
ceptible strobing, but performers who had adapted to dim interior
lighting noted that the basis was relatively bright. The single lights
were the most stroboscopic, but relatively dim. The triangle basis
was moderately stroboscopic and moderately bright.



Figure 5: Successive images of an actor lit by the 180-pattern sequence in the span of one twelfth of a second. Tracking and matte frames
seen in the two left columns occur ten times each within the lighting basis with an effective rate of 120Hz in the 2160fps sequence.

Image Quality We tested the effective signal to noise ratio of
the three bases by capturing 100 successive basis sequences of a
greyscale chart placed in the apparatus. For several pixels on the
patch corresponding to average skin reflectance, we computed the
signal-to-noise ratio (SNR) over the 100-image sequence. The av-
erage of these SNRs is tabulated below:

Single Triangle Hadamard
mean µ 613 1327 2015

std dev σ 13.5 16.4 50.2
SNR 45.4 80.9 40.1

The single light images exhibited greater noise than the triangle
basis due to the lower light levels. We found that the recovered
single-light images from the Hadamard basis exhibited a slightly
worse SNR than the single lights. However, in shadowed regions,
the Hadamard patterns produced significantly greater noise than the
single lights as seen in comparing Figure 6(d) to Figure 6(f). This is
because these shadowed regions are generally not shadowed in the
original Hadamard basis images and thus exhibit the increased pho-
ton noise of the larger signal. The triangle basis images produced
the best SNR, but it is important to note that this is not a direct
comparison since this basis can not resolve as detailed a lighting
resolution as either the single lights or the Hadamard patterns. If
we were to simulate the triangle basis by adding together triples of
single light images or recovered Hadamard directions, their SNR
would increase by

√
3 and in each case become much closer to the

SNR of the triangle basis, at least for non-shadowed regions.

For our subjects, none of the basis patterns produced significant
problems with specularities, except at extreme grazing angles on
the skin and in the reflections of the eyes.

Motion Robustness The recovered single-light directions from
the Hadamard patterns occasionally exhibited banding from sub-
ject motion during the basis since they are formed as nonconvex
linear combinations of images taken of a moving subject. The prob-
lem was substantially reduced when the motion compensation tech-
niques described in Sec. 6 were applied, but were still occasionally
visible in regions such as eyelid blinks. Neither the single light
nor triangle bases exhibited this effect since no basis inversion is
required.

For our camera, lighting apparatus, and subjects, we found that the
triangle basis provided a reasonable compromise between subject
perception, lighting resolution, and image quality. The Hadamard
patterns did not yield an improved SNR for our camera and lighting
configuration, though they did show the potential to better capture
object specularities and to minimize strobing. For systems with
different cameras, lights, or lighting resolution requirements, the
advantage could be more significant, and further explorations into
the space of lighting bases could be fruitful.

(a) (b) (c)

(d) (e) (f)

Figure 6: Directional lighting basis frames and detail areas from
(a,d) the single light basis, (b,e) the triangle basis, (c,f) the
Hadamard basis. For (c,f), the image was recovered as a linear
combination of all 155 basis patterns.

6 Motion Compensation

Although we film the actor at a high frame rate, the actor’s motion
across a full basis sequence can be significant. When these basis
images are added together, this can lead to an image smearing ef-
fect in the re-illuminated frames as seen in Figure 8(a). For diffuse
lighting, the effect is similar to exaggerated motion blur, but when
light intensities in the environment correlate with the ordering of
the basis, different areas of the face will experience different spa-
tiotemporal displacements, which can appear objectionable.



Target Frame
Basis Frame
Tracking Frame

Figure 7: Motion Compensation Process. To compensate for the subject motion, basis frames (blue) are warped to match the target output
frame (red). Optical flow is calculated between adjacent tracking frames (yellow), and linearly interpolated to warp each basis frame to the
nearest tracking frame (black arrows) in the direction of the target output frame. Then, long-range warps (red arrows) are applied to bring
each basis frame into alignment with the output frame.

(a) (b)

(c) (d)

Figure 8: (a) Relit frame without motion compensation, showing
smearing. (b) Color-coded optical flow field computed between
neighboring tracking frames (c) Stabilized frame where motion
compensation has been applied to the basis. (d) Relit frame with
synthesized 180-degree shutter motion blur based on the flow field.

We correct for subject motion during the basis by estimating the op-
tical flow between frames and using this flow to warp the image data
as if it were taken simultaneously with a target output frame. At this
level, our technique is similar to that used in [Kang et al. 2003] to
correct for motion in a high dynamic range video sequence. By
aligning the frames to the target output frame, the relighting results
are greatly improved as in Figure 8(c).

Because the lighting conditions change with every frame, our se-
quences do not obey the intensity constancy assumption made by
most optical flow algorithms. To make the frames easier to track,
we place evenly lit tracking frames at a regular intervals within the
sequence; in this work, every 18th frame in the repeating sequence
is a tracking frame, yielding tracking frames at 120Hz (see Figure
5). Though the tracking frames comprise only 6% of the frames in
the sequence, they yield sufficient temporal resolution to track most
human motion.

We use the robust gradient-based optical flow algorithm described
in [Black and Anandan 1993] to calculate a bi-directional optical
flow field (Figure 8(b)) between each pair of successive tracking

frames (Figure 7, yellow arrows). We linearly interpolate these “lo-
cal” optical flow fields across the interspersed basis frames, and
then use them to warp each basis frame into alignment with the
nearest tracking frame in the direction of the target output frame
(Figure 7, black arrows).

Subsequently, we calculate “long-range” flow between each track-
ing frame and the target frame (Figure 7, red arrows). We form
an initial estimate of each long-range flow field by concatenating
the local flows, and then we refine this flow using the optical flow
algorithm. These flows can directly be used to finish warping the
basis frame to the target output frame, as no linear interpolation is
required.

The long-range warps are calculated through optical flow, using
concatenations of the local warps as an initial estimate. In our bases
(e.g., Figure 5), there are sixteen basis frames and one matte frame
between each pair of successive yellow tracking frames, so 170 im-
ages are warped in this manner to align with the target output frame.

Since our tracking frames occur at 120Hz, we can synthesize an
output sequence at 24fps, 30fps, or 60fps by choosing every 5th,
4th, or 2nd tracking frame as a target output frame. In this work all
sequences have been rendered at 24fps.

6.1 Lazy Bases The optical flow technique is sufficiently
robust to track and warp images of a facial performance for up to
1/24th of a second earlier or later, even for relatively rapid motion
such as a quickly turning head. Thus, a target frame can safely
gather its set of basis frames up to 1/24th second earlier and 1/24th

second later. If we gather frames from both directions , the basis
can span a full 1/12th of a second. For 24fps output, this allows us
to run the basis at half the target frame rate, allowing us to record a
performance twice as long in the available camera memory and to
expose for twice as long for each basis frame, achieving higher light
levels. In our experiments, this allowed a frame rate of 12×180 =
2160fps rather than 24×180 = 4320fps. We call such a basis whose
length exceeds the output frame rate a lazy basis. A lazy basis takes
advantage of the fact that appearance changes due to reflectance
tend to happen more slowly than appearance changes from motion.

6.2 Synthesizing Motion Blur Since the basis images
are captured at short shutter speeds, there is minimal motion blur
once the basis images are aligned to a target output frame. The lack
of motion blur can result in an artificially stroboscopic appearance
at 24fps. In a manner similar to [Brostow and Essa 2001] which
added motion blur to stop-motion animation, we synthesize motion
blur by applying a line blur based on our optical flow fields (Figure
8(b)). Because our optical flow is computed at the temporal resolu-
tion of the 120Hz tracking frames, the motion blur can be applied in



a piecewise linear manner, producing a more accurate blur profile
that can exhibit curves and accelerations in the 24fps output. We
improved our results by using modified Wu anti-aliased lines [Wu
1991], yielding a somewhat smoother result than the line algorithm
in [Brostow and Essa 2001].

7 Matting

We include a matte frame after each tracking frame in the lighting
sequence (see Figure 5) in which the board behind the subject is
illuminated by its own light sources. This yields an image of the
shadowed subject against the brightly lit board. After filming the
subject, we acquire a ”clean plate” of the board for one cycle of the
full pattern sequence. Dividing each pixel in a matte frame by the
clean plate’s average matte frame produces an alpha matte image
where α = 0 represents the foreground and α = 1 represents the
background. Since there is a matte frame for each tracking frame,
we reduce noise in the matte by using a weighted average of the
ten closest matte frames to the target output frame. Like the basis
images, the matte frames are also motion compensated to align with
each other.

Since the matte board receives some stray light in many of the basis
frames (see Figure 5.), we use the appearance of the stray light in
the clean plate to remove the stray light from the basis images of
the actor. Specifically, for a basis image F and corresponding clean
plate image C, we compute F ′ = F −αC to matte the basis image
onto black, clamping any negative values to zero. Then, after these
basis images are recombined to produce a relit image of the actor
L, we composite L over a background B using the [Porter and Duff
1984] “over” operator I f inal = L+αB. We found that this technique
produced good matte edges, but note that a rear-projected matte
board with low frontal albedo could reduce the problem of stray
light.

8 Reflectance Transformation

Following [Malzbender et al. 2001], we can modify both the dif-
fuse and specular reflectance of a performance by processing the
reflectance functions. Our reflectance functions are 156-pixel im-
ages corresponding to the observed RGB value of a pixel of the
performance lit by each lighting direction.

We estimate the surface normal using a variant of photometric
stereo [Woodham 1980]. With 156 lighting directions, the system
is very overdetermined, which allows us to ignore reflectance func-
tion pixels that are likely to be image noise or specular reflections.
Specifically, we sort the pixel values, discarding the lowest 50% and
top 10% of the values, and use a hat function to weight the lighting
directions at the middle of this range the highest when performing
the photometric stereo. A surface normal map computed in this
way is shown in Figure 9(b). We could alternately have computed
the surface normals using a non-Lambertian reflectance model as in
[Georghiades 2003].

The photometric stereo technique yields a diffuse albedo value for
each pixel as seen in Figure 9(c). We furthermore derive an estimate
of the surface point’s geometric self-shadowing in the form of an
ambient occlusion map [Landis 2002]. We first assume that the
surface is unoccluded in the direction of the surface normal and
that pixels darker than predicted by the lobe are due to shadowing
from nearby surfaces. To obtain the map we fit a Lambertian cosine
lobe in the direction of the normal to the albedo measurement and
we sum the total shortfall of the reflectance function data to the
modeled lobe over the hemisphere. An ambient occlusion map for
a frame of a dynamic performance is shown in Figure 9(d).

In Figures 9(b-c), we note that the reflectance measurement tech-
niques perform less well for the actor’s hair and eyes where the
surface is significantly non-Lambertian. For the hair, the behavior
is generally stable and the artifacts are relatively unobjectionable in
renderings. The reflectance measurements made of the eyes is poor
due to the bright specularities from the light sources, and better es-
timating the reflectance properties of the eyes is an important area
for future work.

Unlike [Debevec et al. 2000], we have not estimated a spatially-
varying specular channel for the reflectance functions using color
space separation. The quality of the results we obtained with the
process were significantly reduced by our coarser lighting basis and
noisier imaging system.

From the normals, albedo, and occlusion map, we can use reflection
mapping [Miller and Hoffman 1984; Greene 1986] to render the
performance reflecting different lighting environments. While this
technique does not reproduce the complexities of facial reflectance
as recorded by the original basis images, it allows the reflectance
parameters to be modified in a straightforward manner. For exam-
ple, using the normals to index into a diffuse convolution of a light-
ing environment and multiplying the irradiance values by both the
albedo and the occlusion map produces a diffuse version of the per-
formance (Figure 9(f)) when compared to the original reflectance
(Figure 9(e)). Setting the diffuse lobe to zero and performing spec-
ular reflection mapping of the environment yields a synthetic specu-
lar channel for the performance (Figure 9(g)). Adding this specular
channel to the original performance gives the actor a glossy appear-
ance (Figure 9(h)).

This same process can be used to produce more stylized renderings
of performances as seen in Figure 9(i-l). A dramatic effect is to
set the albedo of the performance to a constant and multiply by the
occlusion map which produces the appearance of a moving sculp-
ture (Figure 9(j)); metallic reflection-mapped performances (Figure
9(k)) are possible as well. Several examples are seen in motion in
the video.

9 Results

Figure 1 shows a performance relit in several lighting environments.
It was captured using the lazy triangle basis (Figure 5 at 640×480
resolution and 2160fps. The top rows show the performance illu-
minated by two real-world lighting environments. The bottom row
shows the performance illuminated by a user-designed three-light
environment. The frames are taken from a 4.3 second performance.
These and additional relit performances are included in the video.

Figures 9(a-d) show results from the reflectance estimation process,
including the recovered surface normals, albedo, and ambient oc-
clusion for a frame of a dynamic performance. Figures 9(e-h) show
results from subtly decreasing and increasing the specular com-
ponent of the performance using the albedo and surface normals.
Figures 9(i-l) show several stylized reflectance transformations to
various diffuse and specular materials. Several reflectance transfor-
mation sequences are included in the video.

10 Discussion and Future Work

Currently, our technique is highly data intensive, which limits our
capture time to a few seconds and precludes interactive processing.
As seen in [Debevec et al. 2000; Sloan et al. 2002; Ng et al. 2003;
Masselus et al. 2004], reflectance functions can be compressed us-
ing DCT, spherical harmonic, or wavelet techniques and relit di-
rectly from the compressed data. With such techniques, it may
be possible to interactively modify the lighting on a preprocessed
performance. Ideally, reflectance function compression techniques



(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 9: Reflectance Estimation and Transformation (a) An original photographed image from the performance with the triangle basis. (b)
Estimated surface normals from the full lighting basis (c) Estimated diffuse albedo. (d) Estimated ambient occlusion. (e) Original reflectance
re-illuminated by an environment. (f) Diffuse albedo with normals and occlusion illuminated by the environment. (g) Specular reflection
in the environment. (h) Specular enhancement. (i) Stylized plastic reflectance with occlusion. (j) Diffuse reflectance with occlusion. (k)
Metallic specular reflectance. (l) Diffuse reflectance without occlusion, yielding a translucent appearance.

could be adapted to run within the camera hardware to capture com-
pressed data directly.

The optical flow system performed well for our sequences, but oc-
casionally followed the wrong motion when shadows from the ac-
tor’s hands passed over their face. We found that this was due to
using only a subset of the lights to create the diffuse frames, and
would improve if we turned on all the lights for a short period in-
stead. Since several of our lights encircle the camera’s viewpoint, it
could be straightforward to use the technique of [Raskar et al. 2004]
to detect depth edges as a way to provide a priori discontinuity in-
formation to the optical flow algorithm.

Our technique only reproduces illumination from distant light-
ing environments and at a resolution no more detailed than our
156 light sources. Adding a geometry capture component to the
system would provide some of the information needed to simu-
late spatially-varying illumination and to synthesize shadows with
greater fidelity than can be done directly from our data. Such a
system could be based on integrating the normals from photomet-
ric stereo as in [Georghiades et al. 1999; Nishino and Nayar 2004]
or by multiplexing structured light patterns such as those used in
[Zhang et al. 2004] or [Rusinkiewicz et al. 2002] into the light-
ing basis. Simultaneously captured geometry could also offer the
capability of modifying the viewpoint of the performance, though
special considerations would need to be applied for hair. At the ex-
pense of additional cameras, our system could alternately be com-
bined with a multiple-viewpoint performance capture process such
as [Guenter et al. July 1998].

As noted earlier, we believe that additional exploration into the
choice of the lighting basis is warranted. Perhaps, an optimal basis
could exhibit some of the dynamic range improvements and relative
lack of strobing of the Hadamard patterns but also maintain or in-
crease the SNR in the face of photon noise. With a faster microcon-
troller, we could drive the lights at different illumination intervals
allowing grayscale basis patterns such as spherical harmonics to be
explored.

Finally, it is possible that the time-multiplexed lighting technique
could be applied to traditional studio lighting arrangements rather
than our specialized lighting apparatus. LED versions of traditional
stage lights could be arranged at the time of filming, but their colors,
intensities, and areas of influence could be designed and modified in
postproduction. Developing such a hybrid workflow would benefit
from on-set visualizations of potential lighting choices.

11 Conclusion

We have presented a technique that uses time-multiplexed illu-
mination and high-speed photography to capture time-varying re-
flectance properties of a live performance. Our results demon-
strate realistic relighting for both real-world lighting environments
and manually-designed illumination, and exhibit realistic skin re-
flectance. While the technique requires specialized equipment and
allows for only limited recording time, improvements in memory
capacity and on-board camera image processing will likely increase
the practicality of the technique. While the relighting capabilities
are limited to non-local illumination effects of limited angular res-



olution, the technique holds promise as a novel and useful tool for
filmmakers wishing to modify live-action lighting in postproduc-
tion.
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